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discretizations (hx = hy = hz) of 1.0, 0.500, 0.250 and 0.125 Km, 
and the associated time discretizations were 0.03, 0.02, 0.01 and 
0.005 s, respectively (to comply with the Courant-Friedrich-Lewy 
condition). Therefore, Nx=500, 1000, 2000, 4000; Ny=600, 1200, 
2400, 4800 and Nz=124, 248, 496, 992 are the model sizes in the 
X, Y and Z directions, respectively. The number of time steps, Nt 
used for the experiment was 4000. Speedup and efficiency results 
for different size models, number of processors (P) from 1- 4096 
and with one or two cores, whenever the platform architecture 
allowed, for KB, HECToR, HPCx and BGP, were reported in [7]. 
Among other results it was concluded that when large amounts of 
cores (≥1024) were used per processor, in KB and HECToR, the 
speedup decreased considerably, due to the very large number of 
communications required by the 3DFD algorithm [1, 7].

In Figure 2, we present examples of the type of results, that for 
the 1985 Mexico earthquake (Fig. 1), were obtained in KB and 
HECToR with the 3DFD parallel MPI code implemented. At the 
top of Fig 3, the 3D low frequency velocity field patterns in the X 
direction, and the seismograms obtained at observational points, in 
the so-called near (Caleta) and far fields (Mexico City), of the wave 
propagation pattern for times equal to 49.2 and 136.8 s. 

The complexity of the propagation pattern at t = 49.2 s, when the 
seismic source (Fig. 1) is still rupturing, is contrasted by the one 
for t = 136.8 s, in which packages of coherent, high amplitude, well 
developed surface waves, are propagating  towards  Mexico City.

Finally, at the bottom of Figure. 2 we show the observed and 
synthetic (for a spatial discretization dh = 0.125km) low frequency, 
North-south velocity seismograms  of the 19/09/1985 Ms 8.1   
Mexico   earthquake,  and their corresponding Fourier Amplitude 
spectra for the firm soil Tacubaya site in Mexico City, i.e. at a 
far field observational site. Notice in Fig. 3, that the agreement 
between the observed and the synthetic velocity seismogram is 

reasonable both in the time and in the frequency domain.

From the seismological, engineering and socio economic side, 
one of the most relevant results that can be drawn from this 
HPC experiment, is that the 3D velocity field patterns of the 
1985 Mexico simulations obtained for the first time (running in 
KanBalam and HECToR) shows that, coherent, large amplitude, 
well developed surface waves, propagating towards Mexico City, 
were the fundamental cause of the loss of up to 30000 people and 
about 7 billion US dollars observed for this event. 
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Figure 2. Top: 3D 
Snapshots of the velocity 

wave-field in the X 
direction of propagation 
for t = 49.2 and 136.8s 

for the 1985 Mexico 
earthquake. 

Bottom: Left side 
observed and synthetic 
seismograms at Mexico 

City, right side Fourier 
amplitude spectra. 
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chorismate

PRACE, the Partnership for Advanced Computing in Europe, 
has been established to prepare the ground for the creation of 
a persistent pan-European HPC service. As part of this activity, 
EPCC is leading Work Package 6 – Software for Petaflop/s Systems. 
This will involve porting applications to state-of-the-art systems 
and assessing how well they will scale to the ten or hundreds of 
thousands of cores needed to take full advantage of a Petaflop/s 
system. Some key applications will be packaged up into a 
benchmark suite which will be used in the procurement of future 
European Petaflop/s system. However, you first need to know 
which applications to target. The best start for predicting what 
will be run on a future system is to see what is currently being run 
today. This is exactly what EPCC undertook in its latest deliverable 
to the PRACE project. 

The approach taken was aimed at understanding current usage 
and using this to see what might be run on a future system. To gain 
data on current usage, EPCC carried out a pan-European survey 
on the major HPC systems managed by the PRACE partners. Data 
on 24 systems and nearly 70 applications were collected, in what 
is believed to be the largest survey of its kind to date. The results 
make for an interesting read.

The systems surveyed represent 14 PRACE partners from 12 
countries. The total power of systems is 926 Tflop/s peak, and 
675 Tflop/s achieved Linpack, from a total of 169,522 cores. The 
largest machine in the survey is Jugene at FZJ in Germany. EPCC’s 
HECToR was the third largest in terms of numbers of cores. 
However, the survey was not just about the machines, but also 

what the machines were used for. We asked, for each machine, the 
percentage of time used in ten scientific areas. Overall, the results 
show that most (45%) of the time is spent in either Computational 
Chemistry or Particle Physics. Condensed Matter Physics was the 
next highest scientific area (see Fig. 1). 

We also asked about the top applications running on each system 
and how much of the system they used. The top applications were 
a number of Lattice QCD applications and chemistry packages, 
such as VASP, NAMD, DALTON and CPMD. GADGET (a 
cosmology simulation application) also featured. The kernels in 
the applications, as well as the libraries they depend upon were all 
determined from the survey. From this information we were able 
to build a ‘usage matrix’ of European HPC, which split the total 
cycles over algorithms and scientific areas (see table). We therefore 
have a relatively complete and detailed picture of the current HPC 
systems and applications.

The results from this survey not only gave a detailed picture of 
the current European HPC usage but were used to guide the 
choice of which applications would be suitable for inclusion in a 
representative application benchmark suite. The next step is to look 
at these applications in more details, determining their kernels, 
communication-to-computation ratio, etc. These applications 
will then be ported to prototype systems by the various PRACE 
partners in the coming months before undergoing optimisation 
and scaling. The information obtained from this work will be used 
to help other users of the Petaflop/s systems scale their own code. 

PRACE surveys the current European 
HPC ecosystem
 Jon Hill, EPCC, University of Edinburgh
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Astronomy and Cosmology 0 0.62 4.91 3.59 5.98 2.99 0 
Computational Chemistry 15.35 26.09 1.80 3.45 7.49 0.53 12.98 

Computational Engineering 0 0 0.53 0.53 0 0.53 2.8 
Computational Fluid Dynamics 0 1.70 7.37 3.05 0.32 3.00 0 

Condensed Matter Physics 9.10 15.07 1.62 0.73 1.76 0.28 5.70 
Earth and Climate Science 0 2.03 5.83 1.33 0 0.26 0 

Life Science 0 4.72 0.94 0.13 0.94 0.28 3.46 
Particle Physics 12.50 0 4.59 0.92 0.10 0 89.27 
Plasma Physics 0 0 1.33 1.33 3.55 0.42 0.63 

Other 0 0 0 0 0 0 0 
 

Table 1. The utilisation matrix based on the survey results. There are 70 
categories, 10 scientific areas and 7 algorithmic ‘dwarves’. The figure 
in each cell is an estimate of the number of Tflop/s burned in each 
category.  White boxes are those with no usage. Orange boxes are 
those with usage greater than zero, but less than 5 Tflop/s usage. Red 
boxes signify usage greater than 5 Tflop/s. 

Figure 1: useage of European 
machines sorted by scientific area.
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UK scientists to get access 
to DEISA resources
Gavin J. Pringle, EPCC, University of Edinburgh

DEISA, Europe’s HPC infrastructure, is currently evaluating 
applications from scientists wishing to employ DEISA to achieve 
groundbreaking science through the DEISA Extreme Computing 
Initiative (DECI).

The DEISA (Distributed European Infrastructure for 
Supercomputing Applications) EU-funded Research Infrastructure 
comprises a number of leading national supercomputers in Europe 
interconnected with a high bandwidth 10 Gb/s point-to-point 
network provided by GEANT and the National Research Networks. 
Selected middleware allows the deployment and operation of 
a number of services enabling high-performance distributed 
computing.

DECI, which was launched in early 2005, identifies, enables, 
deploys and operates flagship applications in selected areas 
of science and technology. These applications must deal with 
complex, demanding, innovative simulations that would not 
be possible without DEISA and which would benefit from the 
exceptional resources of the Consortium. Projects supported by 
DECI are chosen on the basis of innovation potential, scientific 
excellence and relevance criteria. Multi-national proposals are 
especially encouraged.

A European Call for Extreme Computing Proposals had an 
excellent response in 2008. Published annually in spring since 2005, 
each year has seen an increase in the number of proposals received, 

from 40 proposals in 2005 to 66 proposals this year.  Indeed, the 
requested aggregated total is over 134 million CPU hours.  This 
year there is a total of 8 proposals with UK PIs, requesting an 
aggregated total of over 31 million CPU hours.

Every year, each DEISA site commits a certain percentage of its 
platforms (typically 5% or more). This year the total available to 
DEISA as a whole is over 50 million CPU hours. In the UK, EPSRC 
has agreed to commit 5% of HPCx and 5% of HECToR, including 
both the XT4 scalar cluster and the X2 vector platforms. This 
amounts to over 5 million CPU hours.

This huge over-subscription for capability computing resources 
in Europe underlines the need for a persistent European HPC 
ecosystem.

The Applications Task Force, a European team of HPC experts 
led by Alison Kennedy from EPCC, supports the enabling of the 
applications in the projects to be used within the heterogeneous 
DEISA infrastructure and also helps to select the most 
suitable architecture for each project, depending on its specific 
requirements. In this way, DEISA is also opening up the most 
powerful HPC architectures available in Europe for the most 
challenging projects, mitigating the rapid performance decay of 
a single national supercomputer within its short lifetime cycle 
(typically about 5 years, as implied by Moore’s law).
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The sixth Annual HPCx seminar was held at the eSI in Edinburgh 
in June, with a focus on the science HPCx enables. It was extremely 
well attended, with more than seventy participants. The four 
user talks came from a diverse range of scientific disciplines: 
biochemistry, material chemistry, aerodynamics and condensed 
matter, all of which were well received. ECMWF speaker, Paul 
Burton, gave an excellent talk about medium-range weather 
forecasting and Ralph Warmack of IBM gave a status report on the 
BlueGene program. Talks about I/O performance and the future 
plans of HPCx complementary computing completed a balanced 
program of science and technology.

The ‘Novel Parallel Programming Languages for HPC’ workshop 
took place the following day with more than sixty participants. The 
workshop consisted of talks from vendors, language developers 
and researchers. The opening speaker was John Reid of Rutherford 
Appleton Laboratory who gave an excellent talk on Co-array 
Fortran. This was followed by talks from language developers 
working on HPC languages initially funded by the DARPA 
(Defense Advanced Research Projects Agency) High Productivity 
Computer System  Program. This session included talks on Chapel 
(Cray), Fortress (Sun) and X10 (IBM). In the afternoon there was 
a talk on applications of UPC (Unified Parallel C) followed by a 

talk on the use Object Oriented Languages for HPC. The event was 
rounded off with an open discussion on all the topics discussed 
during the day in which all of the speakers present participated. 
In particular there was some discussion about whether or not 
Co-array Fortran should be included as part of the Fortran 2008 
standard, either as a part of the core standard or as an optional 
part; a decision is due to be taken on this very soon and workshop 
participants have been invited to comment.

With the HPCx service now extended until January 2010, these 
successful events show the continued importance of HPCX.

www.hpcx.ac.uk/about/events/annual2008/ 
www.hpcx.ac.uk/about/events/hpc_languages/

HPCx Annual Seminar
e-Science Institute, Edinburgh

Chris Maynard and Chris Johnson, EPCC, University of Edinburgh

This year’s International Supercomputing Conference [1] marked 
the dawn of a new era in supercomputing – the Petaflop era. 
The conference began with the traditional announcement of the 
Top500 [2], with IBM’s Roadrunner [3] reaching the No 1 spot. 
Roadrunner weighs in at 1.026Pflop/s LINPACK benchmark, while 
running on 17 out of its 18 available frames. With the world’s first 
Petaflop machine, IBM has raised the bar for future machines.

The excitement caused by Roadrunner provoked a debate that ran 
through the entire technical programme: the move to multi-core 
heterogeneous architectures, which are an increasingly attractive 
proposition in terms of both price/performance, and energy/
performance. Solutions such as ASIC and FPGA-based accelerators, 
GPGPUs and of course IBM’s Cell processor, are capable of 
providing unparalleled performance. However, this will require 
more complex algorithms and further application development. 
A seminar by Jack Dongarra, University of Tennessee, emphasised 
the need for more sophisticated high-performance algorithms to 
take advantage of the new compute power. Machines are growing 
at a faster rate than our ability to scale useful applications, and a 
community-wide increased software effort is now needed.

Another recurring theme of the conference was environmentally-
aware ‘green’ computing. The Green500 [4] is an increasingly 
recognised measure, and terms like ‘Flops per Watt’ are becoming 
more common. Interestingly, Roadrunner itself is very green, 
within the top 3 in the Green500, achieving 750MFlops/Watt. 
As a result of these two strong trends, HPC’s recent plethora 
of hardware options now seems likely to converge to a more 
manageable set of architectures.

Attendance at ISC continues to grow. There were over 1350 
delegates and 88 exhibitors this year, reflecting the event’s 
increasing international importance. ISC has outgrown the 
Conference Centre in Dresden and it was announced that ISC2009 
will be held in Hamburg.

[[1] www.supercomp.de/ 
[2] www.top500.org/ 
[3] www-03.ibm.com/press/us/en/pressrelease/24405.wss 
[4] www.green500.org/

Petaflop computing unveiled at ISC2008  
Dresden, Germany

Kenton D’Mellow, EPCC, University of Edinburgh


